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Chapter 1

Introduction

1.1 Motivation

Since the advent of digital telecommunication, computer networks have been
continuously growing. Technical innovation has steadily made even faster and
cheaper networks possible and permitted to bridge wide geographic distances.
At the time of today computer networks are practically ubiquitous and, in differ-
ent forms, they are connecting the whole world. Part of the tremendous success
of computer networks has been the development of standard communication
protocols, for instance TCP/IP [Com91], many of which appeared during the
1980s. Using such standards it has been possible to connect practically every
computer of any architecture and from any manufacturer with every other com-
puter. Large network infrastructures began growing such as the ARPAnet and
later the Internet which is connecting today several millions of computers word-
wide. We can characterise such networks as largely heterogeneous, sophisticated
in their structure and containing huge amounts of distributed data. Another type
of networks can be found for the purpose of control of large-scale distributed
systems comprising areas such as mobile telecommunication, traffic control and
military. These networks are presently more structured, say, hierarchically, and
can be characterised to embody a huge number of distributed events which are to
be monitored, collected and re-distributed in order to implement the necessary
control functions.

As the size of the network increases, the problem of handling the distributed
data and the distributed events becomes more sophisticated. New distributed
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processing techniques are demanded which are scalable [BDMS94]. Although
the network technologies have been evolving rapidly, it can be observed that the
distributed processing dicipline did not respond properly to these ongoing
changes. Major achievements have been made in the areas of distributed operat-
ing systems and high-performance parallel computing in networks. These are re-
stricted, however, to small-scale, closed networks and can not be applied in the
large. In large-scale networks and global networks like the Internet, the major
doctrine is still centralisation, in most cases of both data and control, which is
clearly not scalable.

The only true solution to the problem of scalability are programs which can
operate in a fully decentralised way. In networks such programs can already be
found in the form of distributed service procedures in cases where truely decen-
tralised processing is required. In mobile telecommunication networks, for in-
stance, distributed message handlers are employed which pass the events and
status changes along the hierarchy to the central database. In the Internet several
distributed services can be found, operating also hierarchically, which accom-
plish, say, name resolution, email delivery and transport-level message routing.
It is clear, however, that the mentioned decentralised services can only work
since the necessary procedures exist ad hoc in all nodes of the network.

Unfortunately, user-level decentralised programs cannot adopt the same ar-
chitecture for two reasons. Full-scale replication of the programs contradicts
scalability. In large-scale networks, user programs can simply not be installed ad
hoc on all nodes. On the other hand, the selection of a suitable, smaller subset of
nodes where to install the user programs will be generally not possible since
global information would be required onto which to base such a decision. In
large-scale networks centralised, global information will not exist.

A very promising way out of the dilemma is pointed out by the mobile pro-
gram approaches which came up at the end of the 1980s [Sap88], [SG90b]. It
has been recognised that in order to realise full-scale decentralised computing, a
deviation from the traditional process-centric computing paradigm is necessary.
Essentially, not only data has to be communicated between the distributed pro-
cesses, also programs have to be communicated. In this way, a change from the
"hard-coded" distributed programs to a general function can be achieved, the lat-
ter being instantiated by the communicated programs and carrying out the de-
sired remote processing on behalf of the users. Using mobile programs, the static
programming of a distributed system can be replaced by dynamic programming.
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Fully decentralised processing can be achieved by sending programs to the re-
mote data rather than the usual opposite approach of loading the remote data for
local processing. A great impetus to this new ideology of distributed processing
has been given by the introduction of mobile code and mobile agent technolo-
gies in the middle of the 1990s [Whi94b], [GM95] which have put the idea of
program mobility into a modern context.

1.2 Problem Formulation

Obviously, mobile programs are a fascinating, new and unconventional ap-
proach for distributed processing in networks. On the other hand they also open
several new dimensions of decisions which have to be made for the programs
and the distributed infrastructure in which they operate. A few examples of such
decisions are the following. Concerning the programs and their properties one
could ask whether they should carry data along with them or not, whether they
are issued in a client-server style or they can self-migrate autonomously,
whether they represent a single thread or replicate themselves in order to carry
out different tasks in parallel, and how the programs would interact with each
other, with the environment on the visited computing nodes and with the users.
Concerning the infrastructure there are degrees of freedom whether the pro-
grams should be compiled or interpreted and how to organise the distributed
data and functions in the computing nodes so that they can be found and used by
the mobile programs.

As a conclusion one can say that a large variety of different approaches how
to realise mobile programs are possible. While some of them may be highly bi-
ased by the application for which they are intended, others may be more general.
Similar to the variety of existing programming languages for different purposes,
there will be no single mobile programming model. On the other hand, all mo-
bile programming models are akin and they share one common basis: a suitable
general function or program interpreter which resides in the distributed comput-
ing nodes and which is the vital element for the mobile programs to operate.
This general function will also be the major point of our interest.

This work is based on existing mobile program models, in particular on one
of them, the WAVE model [Sap87], [Sap88], [Sap89], [Sap99a]. WAVE be-
longs to the early models of mobile programs with roots reaching back into the
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1970s. At the same time, it is one of the most unconventional and radical ap-
proaches. For instance, WAVE introduces a entirely new programming language
and concept which is fully tailored to program mobility and decentralised pro-
cessing with mobile programs, abolishing most of the classical von Neumann
computing paradigm. Yet WAVE is a very general model, perhaps one of the
most comprehensive ones, including mechanisms such as autonomous, self-mi-
grating programs, replication and a new concept called mobile control which
permits to implement complex and highly parallel distributed computations
which operate with fully decentralised control.

Starting-point of this work is the abovementioned general function in the
computing nodes for the reception and execution of the mobile programs. In
WAVE this is an interpreter of the mobile WAVE language. Expectably, such
mobile program execution engines have some more responsibilities than normal
language processors. For instance, they may have to include means for concur-
rent execution the mobile programs, they have to organise the interaction be-
tween the programs and they have to include protocols for communicating the
mobile programs and other messages. Due to the higher complexity, a mobile
program interpreter may have opportunities for utilising concurrency of its in-
ternal functions as well. The final observation is that mobile program inter-
preters are largely autonomous functional units and so they would be ideally
suited to operate as separate processors on the computing node to which they are
attached.

This thesis derives and examines a parallel architecture for the mobile pro-
gram execution engine which would result for the WAVE model. Since WAVE
shares the basic elements with other mobile programming approaches, the main
sceleton of the architecture might serve as a framework for the parallel imple-
mentation of other mobile program execution engines as well. On the other
hand, WAVE introduces a number of novel concepts both with respect to the
distributed structures maintained and with the integration of these structures into
the mobile programming language. Together these mechanisms lead to a new
quality of distributed programming which is unreached by any other mobile
program model so far.

The second goal of this thesis is to shed light on the novel mechanisms of
WAVE and the basic programming techniques relating to them. Standing alone,
these mechanisms are rather simple so that the benefit of including some of
them into another, say, mobile code or mobile agent model may be worth a con-
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sideration. The study of the WAVE interpreter architecture is carried out to
depth in order to clarify all aspects of WAVE, the language and its interpreta-
tion. Finally, performance estimates of the parallel architecture are given in or-
der to evaluate the effects of the parallelism and to derive hints for the require-
ments to a realisation of the WAVE interpreter in hardware or silicon.

The WAVE interpreter has been implemented in software by the author of
this work. An object-code distribution for Sun and Silicon Graphics computers
has been made available in the Internet in autumn 1995 (www-zorn.ira.uka.
de/wave). The system has been ported to Linux in 2000 and is currently being
utilised and extended at the University of British Columbia, Canada. An updated
status of the available versions as well as a source code licence of the WAVE
interpreter for non-commercial use can be requested from Prof. Dr. W. Zorn
(www-zorn.ira.uka.de).

1.3 Organisation of the Dissertation

The dissertation is roughly divided into two parts. The first part (Chapter 2 and
3) comprises the study of the WAVE model and technology whereas the second
one (Chapter 4 to 6) will deal with the aspects of the machine, developing and
analysing the WAVE interpreter architecture.

Chapter 2 gives an introduction to the traditional approaches and the newer,
mobile program models for distributed processing in computer networks. The
demands to the models for large-scale networks are derived and a classification
of the mobile approaches is given. Chapter 3 gives an introduction to the WAVE
technology including the model, its mechanisms, the programming language
which we will use as the basis for the interpreter architecture, and some pro-
gramming examples in this language. A comparison of WAVE with other dis-
tributed approaches is given at the end of this chapter.

Chapter 4 to 6 look at the techniques and architectural constraints for mobile
program execution and WAVE interpretation from different levels. Chapter 4
studies the main elements of distributed program interpretation on top level. In
this chapter, the Virtual WAVE Machine is defined, comprising the main mod-
ules of the WAVE interpreter, the necessary distributed datastructures and op-
erations, and a concurrent control flow scheme of the internal interpretation pro-
cess. Chapter 5 gives the definition of the Abstract WAVE Machine as the
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complete formalisation of the WAVE interpreter, its structures, functions and
protocols. Chapter 6 develops the parallel WAVE interpreter architecture. Two
different parallel organisations of the interpreter are proposed and analysed, one
applying to a parallel implementation using conventional microprocessors and
the other for a fully parallel implementation in hardware or silicon. Chapter 7
reviews the benefits of mobile programs and the WAVE model, discusses the
contribution of the dissertation and indicates possible future research directions.




